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Abstract— Wireless sensor networks are now applied in many fields which deal with data-
centric information or critical mission that need minimized network delay. At same time, 
it needs the capability of dealing with faulty situations. In this work, we propose scalable 
network architecture and an operating mechanism that in nature is tolerant to network 
structure change caused by failure, and extend our application level scheduling algorithm 
with the capability of healing from the failure. The algorithm achieves optimized network 
delay and gets close form solution that is computational simple to implement. We also 
look into the significance of different nodes’ failure in both homogeneous and 
heterogeneous sensor network. Simulation results imply the effects of sensing and 
communication speed on significance of failure in heterogeneous sensor networks.  
 

I. Introduction and Literature Review 
Recent advances in MEMS (J.W. Gardner et al. 2001) technology make it possible to 
have compact and low-cost sensor nodes (xbow) with local sensing, processing and short 
range wireless communication capabilities. A network of such nodes is defined as 
wireless sensor network (WSN). Because of the flexibility and cost effectiveness of these 
sensor nodes, networked wireless sensor nodes (i.e., wireless sensor network) have been 
widely used in various monitoring systems, data collection, and process control 
applications (I.F.Akyidiz et al. 2002). However, due to the nature of the low-end 
embedded devices with limited energy budget, radio communication, and primitive user 
interface, WSNs are highly prone to hardware and software faults, security threats, and 
intrusion attacks (S.Gupta et al. 2007). Recent researches on fault tolerant sensor network 
focusing on the networking stack (B.Yu et al. 2006, B.Parnoy, et al. 2005, B.Bhargava et 
al. 2004, N. Ramanathan et al. 2005).   
 
Various backup mechanisms have been developed to recover from the faulty nodes and 
communication connections. J. Bredin et al.(2005) developed multi-path routing method 
to maintain a k-connected network by allocating additional redundant sensor nodes. 
Others developed cooperative sensor processing to provide redundant copy of data and 
aim to optimize memory usage and delay overhead. Y. Wang (2005) and H. Wu (2005) 
developed a schema that make decision on which redundant message needs to be sent or 
dropped based on fault tolerance requirement and the time and destination of the message 
based on delivery condition. S. Chessa (2005) proposed a method that distributes the 
recovered information among the surviving sensors after fault detection. At the decision 
level, multi-sensor fusion techniques (F. Koushanfar et al., 2002) have also been 
developed to reduce the uncertainty caused by the failure.  
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With better and improved processing and storage capability, WSNs have spread to data-
centric and mission critical applications which handles multimedia information such as 
sound, image, and video streams. The larger data packets and the mission critical real-
time requirement put the challenge on minimizing the network delay when transmitting 
of existing wireless sensor network. In our previous work (H.Liu et al., 2007), we 
developed efficient scheduling method (instead of at networking stack) to study the 
dynamic changes of the network delay at the application layer. We define the “network 
delay” as the total response time from cluster head (that has better power, computation, 
and communication resources) assigning sensing tasks to each node in the network, each 
node accomplish its sensing task and on-board processing, and reporting back to the 
central node by uploading the raw measurements and/or results from local processing. In 
this paper, we extend the model to study the network delay when there are failures either 
at the sensor nodes or networking stack.  
 
The organization of this paper is as follows. In section II, we discuss the system model 
and notations used in the paper. Section III gives the details of solving the network delay 
overhead caused by failure in homogeneous and heterogeneous networks. In section IV, 
we present simulation results of the delay overhead based on the model. The conclusion 
is reached in section V with future work discussion. 

 

II. System Model and Notations used for Fault Tolerant Ad Hoc Wireless 
Sensor Network 

The network structure is continuously changing for an ad hoc wireless sensor network 
because of the dynamic wireless connection. It can be linear, star, tree, or mesh at any 
instance based on the status of communication link and routing strategy. In order to 
model such dynamic behavior, we define a basic temporal unit “cycle” as the minimum 
time that the network structure stays fixed. The network structure can stay fixed for 
several cycles or change in the next cycle. To reduce the complexity of the problem, we 
assume any sensing task can be accomplished either within one cycle when there is no 
failure, or complete in two cycles when there is failure in the first cycle. We will show 
the model can be generalized when more than two cycles are needed to accomplish the 
sensing tasks.  
 
Within each cycle, the cluster head first discover reachable nodes and set up the network 
topology. Then it performs the scheduling algorithm to find the optimal task distribution 
that will result in minimized network delay. The partitioned sensing tasks are then 
distributed to the smart sensor nodes (SSN) within the cluster. After each node finished 
their sensing task, they report the results back to the cluster head. The reporting sequence 
is implied by superscripts. For example, the node that reports last is represented as 
SSN1and the one that reports second last is denoted as SSN2. All these operations are 
completed within one cycle, during which the network structure does not change. Figure 
2 shows the time diagram of the whole process for two cycles when there are failures in 
the network.  
 
To describe the sensing task scheduling method, we summarize the notation and 
definitions used in the model as follows.  



3 
 

αi: The fraction of sensing task that is assigned to sensor node SSNi by the cluster head.  It 
is assumed that every node will be assigned non-zero task, i.e., 0<αi<1, and the task for 

all nodes sums to 1 (
0

1
n

j
j

α
=

=∑ ). 

yi: A constant that is inversely proportional to the sensing speed of sensor node SSNi in 
the network. 
zi: A constant that is inversely proportional to the communication speed of the 
communication linki in the network.   
Tms: Sensing intensity constant. This is the time it takes for the ith sensor node to 
accomplish the whole sensing task when yi = 1. The entire assigned sensing task can be 
sensed on the ith sensor node in time yiTms. 
Tcm: Communication intensity constant. This is the time it takes to transmit the entire 
sensing task over a link when zi = 1. The entire sub-task can be transmitted over the ith 
link in time ziTcm. 
Ti: The total time that elapses between the beginning of the scheduling process at t = 0 
and the time when sensori completes its reporting, i = 1, . . . , N.  
Tr: The time when the last sensor node finishes responding (finish time or make-span). Tr 
= max(T1,T2, . . . , Tn). 
∆T: The delay overhead caused by node’s failure.  
 
While gathering data, the cluster head will continuously check the data integrity and 
detect any missing data and their source, i.e., fault detection and source identification. 
After the cluster head retrieves the routing and node availability information and decide 
that the missing data will affect the data integrity, a second cycle will be scheduled to 
complete the sensing task. If the faulty sensor node recovered from the failure and had all 
data still available, it will be requested to transmit the data upward while other nodes 
starting their new sensing task. When the sensor node is not recovered for the consequent 
cycle or the recovered node does not have all data available, the cluster head reschedules 
the remaining sensing task among all available sensor nodes like it is a new sensing task. 
To add in the complexity of the problem, the network structure may change from one 
cycle to another in ad hoc WSN, as shown in Fig. 4.  
 

 
Figure 1. Different network structure between cycles because of fault 
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To quantitatively model the failure event, we define the failure time “t” as the time from 
the beginning of result reporting to the failure point. If t is less than 0, i.e. the node fails 
or loses connection before it begins to send, the entire data is lost. If it is greater than 0, 
i.e. the node fails or loses connection after sending started, the missing part is 
proportional to t. 
 
In next section, we derive the closed form solution for single level tree network based on 
the fault tolerant strategy described above. We assume the network structure remains the 
same for two consecutive cycles. 
 

III. Fault Tolerant Task Scheduling and Response Time Delay Overhead 
Figure 6 shows the time diagram of two cycles for single failure at SSNk that is either 
recoverable (a) or un-recoverable (b) during the second cycle.  

 

 
 

 

Based on divisible load theory (V. Bharadwaj et al., 2003) and the time diagram shown in 
Fig. 6, the first cycle of the fault tolerance WSN can be described by a set of linear 
equations (Eq.1). The solution of the optimum task partition (Eq. 2) and the optimum 
response time Tf (Eq. 3) the same as the results presented in (H.Liu et al. 2007).  
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Figure 2(a). The two scheduling cycle when 
failure node heal before next scheduling cycle 

Figure 2(b). The two scheduling cycle when 
failure node heal after next scheduling cycle 
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The remaining task due to the single failure occurred from node SSNk which is the base 
of the second cycle scheduling is:        cmkk Tzt /−=∆ αα                             (4) 

 
To study the response delay caused by the faulty node and / or faulty connection, we look 
into the relationship between the sensing (yk) and communication (zk) capability and the 
failure node position in the reporting sequence.  

 
For a homogenous WSN in which all sensor nodes have the same sensing and 
communication speed, i.e., yi=yi+1, zi=zi+1, i=0…n, we derive the closed form solution for 
the fault tolerant task scheduling as shown in Fig. 6.  

 
When the failure recovered before the beginning of the second cycle (Fig. 6(a)), the 
remaining task ∆α is redistributed to all nodes using Equation 1 to 3.  The optimal 
response time can be derived straightforwardly at ∆T = ∆α ⋅ Tr 
 
When the failure cannot be recovered before the beginning of the second cycle (Fig.6(b)), 
the remaining task will be partitioned without the node SSNk: 
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From Eq. 6, we conclude that the response time delay overhead ∆Tr is proportional to the 
remaining sensing task ∆α. Together with Eq. 4, it is straightforward to see that the 
earlier the node fails, the larger its first cycle task portion is, the bigger the response time 
delay overhead. Based on single level tree network property and the characteristics of the 



6 
 

S4R strategy, we conclude that when fails at the same time t, the latter a sensor node 
reports, the more impact its failure will have on the response time delay overhead.  

IV. Simulation Results for Fault Tolerant Homogeneous WSN 
In all of the simulations, we assume a WSN with 10 sensor nodes SSN0, …, SSN10. We 
also assume Tcm= Tms= 1, and T0 = 0, in order to clearly show the effects of yi, zi, on the 
delay overhead ∆Tr.  
 
In homogeneous network, every node is identical with respect to their sensing and 
communication capability. Because of this, the response time delay is determined by the 
parameters such as when the failure happens (t), which node fails, the goodness of the 
network (y, z), and whether or not the failure is recoverable. 
 
Fig 7 shows the delay overheads caused by the failure of SSN2 at time of 0.01*Tcm, 
0.02*Tcm, and 0.05*Tcm. X-axis denotes the size of the cluster. We can see clearly that as 
the size of the cluster increases, the effect of failure recovery decreases. That is because 
task portion for SSN2 is smaller in a larger cluster, so do the lost packets. It is also shown 
that for a smaller cluster, even if the failure happens earlier, the packet loss is more 
severe, a failure recovery can neutralize it and yield smaller delay overhead. 
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Figure 7. ∆Tr/Tr when SSN2  fails at different time Figure 8. ∆Tr/Tr when SSN2  fails at different time                          
                          z=0.8, y=1    z=0.3, y=1 

 
Fig 8 is the same situation for a cluster that has better communication link of z=0.3*Tcm. 
In this case, the earlier failure results in more delay overhead but the latter failure works 
much better. The better link quality has magnified the effect significance of failure. 
However, a better sensing speed does not have a similar effect, but only decreases the 
delay overhead because of a faster re-sensing for the missing task. This is shown in Fig 9. 
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Figure 9. ∆Tr/Tr when SSN2  fails at different time Figure 10. ∆Tr/Tr when different SSNk fails at                       

z=0.3, y=1    t=0.01*Tcm,  z=0.8, y=0.5 
 

Fig 10 exams the effect of position in reporting sequence. In a cluster of size 9 (9 nodes 
and a cluster-head), we look at the different results of failure of SSN1, SSN2, …, SSN9. 
Like we discussed before, the effect of failure recovery is almost invisible when the 
cluster size is 10. However, which position the failure node is in the reporting queue is 
very important. The latter it reports to the cluster-head, a much bigger significance its 
failure has.  

V. Conclusion 
In this paper, we presented a fault tolerant task scheduling algorithm and derive the 
closed form solution for optimal task partitioning that results in minimum response time 
delay overhead caused by single failure. Two scenarios are considered: failure that can 
recover within time and those that cannot. The closed form solution and simulation 
results for a 10 node homogeneous WSN shows that the response time delay overhead is 
linear proportional to the time of the failure, i.e. the amount of missing data/information 
that affect the final decision making process. Future work include expand the fault 
tolerant framework / model developed here to heterogeneous WSN as well as ad hoc 
WSN where the network structure changes from one cycle to another.  
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