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Abstract—In this paper, we apply a Bag-of-Features ap- present in the training images. Dirichlet process is a riégen
proach to malignant melanoma detection based on epilumi- ysed method to choose the number of cluster. Orbanz et al.
nescence microscopy imaging. Each skin lesion is represent [5] accomplished image segmentation based on a Dirichlet

by a histogram of codewords or clusters identified from a . . .
training data set. Classification results using Naive Bayes Process thatincorporates Markov Random Field. We applied

classification and Support Vector Machines are reported. Te  their algorithm to discover the shared clusters among skin
best performance obtained is 82.21% on a dataset of 100 skin lesion images. As before, the histogram of the “topics” can

lesion images. Furthermore, since in melanoma screeninglé®  also be the “signature” of a skin lesion. Controlling the
negative errors have a much higher impact and associated dos gensitivity and specificity of the classifier is crucial. TBE-
than false positive ones, we use the Neyman-Pearson score mSVM" algorithm [10] is applied to generate a classifier b
our model selection scheme. . g- ; pp o 9 - y
placing different weights on positive and negative samples
. INTRODUCTION Since in cancer screening the cost of a false negative error

Local patterns are important features for early melanomjd Much higher than a false positive, we require that the
detection. Many criteria like the ABCD rule, 7-point check-false negative rate be smaller than some threshold, while

list, and Menzies’ method used by dermatologists are bas8ynimizing the false positive rate. To achieve this objei
on the presence of certain texture patterns. Most existirfy/Neyman-Pearson score (NPS) has been proposed by Scott

studies focus on detecting a specific texture pattern, sach [§ for model selection and NPS can be used for any learning

a dark area by Pellacania et al. [6], asymmetric blotchédgorithm. Scott [8] proved that with sufficient large triaig

by Stoecker et al. [9], and irregular streaks and atypiczﬁamp'esl the model selected by the NPS criterion can ensure
pigmented network by Betta et al. [2]. In this paper wdhat the false negative rate on test data will remain below

attempt to build classifiers for melanoma detection based certain threshold. ROC curve and AUC criteria are also
on the distribution of local patterns. Bag-of-Featuresebas Widely used for model selection, but as pointed out by Scott

image classification is widely used in computer vision [3][8]; ROC measures compare the performance of a family

[4]. It is analogous to Bag-of-Words for document modeling?f classifiers. Instead, our ultimate goal is to find a single

and models an image as a histogram of “visual worgselassifier for our automated skin-cancer detection system,
that serves as an input feature vector for the classificatigif'd Neyman-Pearson score seems the proper choice.

algorithm. “\ﬁ?ljjal words” ir:c Ia C?erook areh builth_f(r;m Il. METHODS
quantization of descriptors of local image patches whieh ar
sampled from a training set. Quantization can be performé%l Bag-of-Features
by standard clustering algorithms, such as k-mean and EM,Each skin lesion is represented by a Bag-of-Features
and the centroid of each cluster is a “visual word” in thedefined on several patches sampled on the image. To describe
codebook. A new image is represented by image patches, &#RFh patch, we used wavelets and “Gabor-like” [7] filters in
each patch is assigned to the cluster of its nearest neighBH experiment, but several other texture features canbaso
in the codebook. used. A3-level wavelet decomposition is applied 16 x 16

A codebook is used to quantize the continuous signal ini§1age patches and the energies of thesubbands are used
a discrete one [3]. We can also cluster the local image patch@s patch descriptors. The advantage of the “Gabor-like” [7]
into groups to discover similar skin lesion patterns amaney t filters developed by Schmid is that they are invariant to
training data. This is analogous to discovering common-‘togotation. The energies af3 channels are used as descriptors
ics” shared among several documents by grouping “Wordéor one image patCh and the features are normalized by the
into clusters. One problem here is that we do not knownean and variance estimated from the training data [7]. K-
the number of clusters or the number of different pattern®eans clustering is used to quantize the features.
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points (image patches in our problem), apnd, z»,...,2,) D. Neyman-Pearson Score for Model Selection
denote the cluster of the corresponding patches. ket ROC analysis compares a family of classifiers rather than
denote the number of patches in clusteandc the number iying a particular classifier. In addition, for cancer dsian,

of clusters, and let™ andn,." indicate that we exclude the controlling the sensitivity is more important. In other wer
ith patch. By assuming exchangeability of every two patcheg,e want to control the false negative ratBs(y) within a

a nonparametric prior is defined as follows: certain rang€< «) while minimizing the false positive rate
Pla; = klz~7) o nj'exp(—H (k|a~*)) (1) (Prp). In practiC(_a, however, a strict criterioﬁ;_w < «
Plai £k k=1,2,. . cli—) xa @ may not be feasible. It depends on the training data and

the complexity of the model designed. Hence, in practical

The termH (k|~~%) will have a smaller value if the neighbor implementations,Pry < « + ¢ is used instead. Such a

of patchi belongs to clustek (8-connected neighborhoodslearning paradigm is called Neyman-Pearson learning [8],

are used in our experiment). The prior thus defined has tlad Scott [8] proposed the Neyman-Pearson score.f)

following meaning: assuming that we know the assignmeriioth for model and parameter selection,

of all patches except the probability of patch belonging to 1 o .

clusterk is proportional to the number of patches in cluster NPS = Emax(PFN —a,0)+ Ppp

k times the effect of the ternfl. The effect of the term /\ o

H above is obvious: neighboring patched are encouraged‘there Pry and Ppp are empirical estimates from training

be grouped into the same cluster. The probab”ity of patcﬂata. The advantage of this criterion is that it can be used

i belonging to a new cluster is proportional ¢o If patch for any kind of learning algorithm.

i belongs to a new cluster, it draws a new para}meter from . EXPERIMENTS

a base measur€éy for that new cluster. A detailed math

derivation can be found elsewhere [5].

To make an inference, a Gibbs sampling algorithm has Algorithms are tested on a data set consisting100

been developed [5]. The parameters of each cluster can aRpiluminescence microscopy skin-lesion imagésjmages

be obtained by running the Gibbs sampling algorithm o@are benign and include nevocellular nevi and benign dys-

training images. For a new image, the same sampling schemlastic nevi. The otheB0 skin lesion images are malignant

from [5] can be used, except that the parameters are fixedngelanomas. Data are randomly split irg0% for training

those learned from a training set instead of updating theand20% for testing. The ratio between benign and malignant

at each step. Following [5], the features extracted for eadmages is maintain the same both in the training and testing

patches are quantized local histograms of intensity (8 birgets, while ar8-fold cross validation is employed for model

quantization is used in our experiments). and parameter selection. Results are reported as the averag

of 100 repeated experiment. Skin lesions are segmented by

active contour methods developed in our lab [11]. Segmen-
Similar to previous work [3], two types of classifiers aretation results are validated by manual segmentation from

employed in this study: Naive Bayes classifier and Suppoftiree dermatologists [11]. A bounding box of the segmented

Vector Machines (SVM). In order to control the sensitivity|esjon is extracted and scaled266 x 256 pixels for further

and SpeCIfICIty of SVM, the so-called “2C” formulation of processing’ and6 x 16 patches are Samp|ed fromlé x 16

SVM described below is used in our experiment to generat@qular grid placed on the56 x 256 ROI. Patches whose

A. Experiment Setup

C. Classifiers

ROC curves and control false negative error rate. area is more than0% outside the skin lesion are discarded.
1) 2C Support Vector Machines (SVMAssume that we

havem benign sampleéz1, 1), . . ., (Tm, ym) andn malig-  B- Codebook and Shared Cluster

nant samplesey ym, Y14m)s - - - » (Tmtn, Ym+n), Wherez; is Wavelet and “Gabor-like” filters are applied to eddh< 16

the feature vector of lesiof i.e. the histogram of lesiofy image patch. A set ofl0 features are obtained from the
andy; is the corresponding label. The “2C” SVM algorithmwavelet filter and13 more are obtained from the “Gabor-
proposed by Veropoulos et al. [10] is formulated as followslike” filter. A widely used method for quantization is k-

1 m m-+n means clustering. A universal way to determine the codebook

Mingpe =|w* + C1(Cy E &+ (1—Co) E &) (3) size has not been developed yet. It is observed that larger
1S 2 . ) . . .

i=1 i=1+m codebook sizes can lead to obtain higher accuracy [3], [4].

st oyi(w” - g(a)+b)>1-¢&,i=1,2,...,m+n But overfitting is also reported in [4] with a large codebook
(4) S|z§.bln Eur_ expenmerlgtg, we iested the ef;ect of different
, codebook sizes, namelys, 32,64, 128, 256, and 512.

§20,i=12....,m+n ) In accordance with the combined MDP/MRF method

where(C; represents the trade-off between the regularizatioeveloped previously [5], we sex = 5 (higher values

term and the empirical cost estimated from the training setesult in a stronger smoothing effect), = 10=* (the

while Cs is a parameter iri0, 1) representing the weights of recommended values are betweemnd 10~°), while 400

the two classes. ROC curves can be obtained by changiitgrations are used for the Gibbs sampler. The typical numbe

the value ofCy within (0, 1). of cluster we obtained in00 repeated experiments ranged



TABLE |

from 38 to 41 by clustering more tha®3000 patches. Fig. 1 AUC FOR TWO TYPE OF KERNELERBEAND GHI.

shows an example from thH®0 experiments performed. Two
malignant lesions are shown in (a) and (b). The clustering

. . . X size 64 128 256 512
algorithm automatically discovered shared clusters irfze RBE | 77439 | 783696 T 82 11% | 81.29%
lesions which are shown in (c) and (d). We can see that GHI | 78.19% | 81.64% | 81.37% | 82.2%%

the shared cluster corresponds to the so called dark area
[6] which is usually present in malignant lesion. Panels (e)

and (f) are the histograms of clusters or the “signatures” _
of the two lesions, which will be the input of classification'™ only 76.85%, which does not outperform wavelet feature

algorithm. with a codebook size of higher thatil. Wavelet feature

provides better results than “Gabor-like” feature anddeat
obtained from combined MDP/MRF on simple Bayes classi-
fier. The rest of the experiments based on the more advanced
SVM classifier are done using only wavelet features.

D. SVM Results

For standard “C-SVM”, C is searched in the set
{275,274 ... ,2% 2%}, Two types of kernel are used in
r . our experiment: RBF kernel and Generalized Histogram
H Intersection kernel (GHI) [1]. In the former case, the width
parameter is searched in the sg—10 279 . . 29 210},
o © o @ whereas in the latter, Boughorbel et al.,[1] reported that t
parameter gives good result when nedr.25. Then, we
searchg in the set{0.2,0.25,0.3}. The accuracy results
20 20 reported in Fig. 2(b) show that the GHI kernel is better
0 0 than the RBF kernel and Naive Bayes classifier by using

0 10 20 30 40 0 10 20 30 40 R i
(e) 0] the histogram features extracted earlier.

40 40

Fig. 1. (a) and (b) are two malignant skin lesion images. (g @) are E- SVM Model Selection by ROC Analysis

shared cluster(dark area blotches) discovered by theitiigor(e) and (f) are ROC curve and AUC (area under curve) are widely used
histograms of clusters for the two skin lesions. The firsstu corresponds o
to (c) and (d). measures to analyze the performance of classifiers. ROC
curves for the two types of kernels RBF and GHI with
) different codebook sizes are shown in Fig. 3(a) and Fig..3(b)
C. Naive Bayes Results The ROC curves are obtained by connecting sampled points,
We present classification results using features extractsihce it is time expensive to get all possible points. Thie, t
from three methods: (1)wavelet and k-mean, (2)“Gabor-likecalculated values for the AUC corresponding to the curves
filters and k-mean, and (3) local histogram and MDP/MRRhus obtained are only approximations, and they are reporte
Fig. 2(a) shows the classification accuracy results for cod& Table I. Again, we see that the GHI kernel outperforms
books built from wavelet features and “Gabor like” featureshe RBF kernel for various codebook sizes. A codebook size
with different codebook sizes. Fig. 2(a) clearly shows thagreater than or equal t628 for the GHI kernel and256
for RBF kernel can give good results. The best AUC’s are
obtained by a model with a codebook size5dP that uses
the GHI kernel.
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Fig. 2. (a) Classification accuracy using “Gabor-like” feat (red) and ; ‘ ‘ 1 “ ‘ ‘ ‘ ‘
% . ; T f

wavelet feature (blue) with different codebook size; (b)chmcy of SVM oz
with GHI kernel(blue), RBF kernel(red), and Bayes (greda}sifiers with
different codebook size. (a) (b)

. o . Fig. 3. (a) ROC curve of SVM with GHI kernel. (b) ROC curve of BV
wavelet features outperform “Gabor like” features for dif-with RBF kernel and codebook sizel (red), 128 (green),256 (blue), and

ferent codebook sizes. Classification accuracy using ffestu 512 (yellow).
obtained from local histograms and combined MDP/MRF



TABLE I

RESULTS OFMODEL SELECTION BY N PS FORGHI KERNEL. automatic detection of malignant melanoma. The “signéture

of a skin lesion is obtained by building a codebook with
texture features and k-means quantization. A method to

Parameters sensitivity | specificity | NPS . i ..
o =02 size= 198 | 80.50% | 74.07% | 25.93% discover shared clusters among lesions by the Dirichlet
a = 0.2, size= 256 78.00% 77.75% | 32.25% process has also been tested here. and the best classifier was
a =02 size= 512 | 80.33% | 78.50% | 21.50% obtained with an AUC 082.21% from wavelet features and
a= 8-}5' Size= ;22 S‘Z‘-i%) ;411'332?) ill-gggj a codebook size 0512. Neyman-Pearson score is used to
o = 0.15, size= 25 . () . () . () : B :
=015 sze—512 | 83 17% | 76.29% | 35.91% choose a smglg classmelr a(r;d to control rt]he fal;eI pegatlve
S =01 sz 1% 5680% | 6929% | 42 %% rate. Our experiment results _emonst_ratet at mode _ﬂmect
a =0.1, size= 256 86.83% 7157% | 60.13% by Neyman-Pearson score is effective. To further improve
a = 0.1, size= 512 86.00% | 72.21% | 67.79% classification performance, combining other features like

color and border will be our future work. For the Dirichlet

process, we only use local histogram features as [5]. Other

texture features will be included into the MDP/MRF method

) ’ and hierarchical models will also be explored. This recgiire
Instead of comparing a family of models, we are morg, more efficient algorithm, as Gibbs sampling is too slow

interested in finding one single c!assifier. MQdeI selechgn ¢4 converge. It is also interesting to see whether the dlsiste

the Neyman-Pearson score is suitable for this purpos€l8]. getected by computer algorithms match the patterns olataine

F. SVM Model Selection by Neyman-Pearson Score

for “*2C SVM” is searched in the sg2~",272,.... 27}, \yhen using the criteria established by dermatologists.
while C; is the same as th&€' in standard SVM used
before. Results of different controlsx(= 0.2,0.15,0.1) VI. ACKNOWLEDGMENT
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and0.1, the sensitivity also increases closelte «, but fails
to meet the strict criteria, since for a smaller valuexpfinore
training samples are required for proper model selection[t] S. Boughorbel, J. Tarel and N. Boujemaa, “GENERALIZEDSHI

T .. s, TOGRAM INTERSECTION KERNEL FOR IMAGE RECOGNI-
With limited number of training samples, our results indéca TION", In Proceedings of the IEEE International Conference on

that model selection byv PSS is still effective to control the Image Processing, 2005. (ICIP 2005)l. 3, Sep. 2005.

false negative error rate. [2] G. Betta, G. Leo, G. Fabbrocini, A. Paolilo and M.Scalzg “

Automated Application of the “7-point checklist” DiagnesMethod

for Skin Lesions: Estimation of Chromatic and Shape Pararset
IV. DiscussioN ", In Proceedings of the IEEE Instrumentation and Measurement

The results presented above indicate that the GHI kernel s Technology Conference, 2005. (IMTC 20059l 3, 16-19 May 2005

. pp. 1818 - 1822.
preferred to RBF kernel for the features we extracted, SINCE3] s Lazebnik and M. Raginsky, “Learning Nearest-Neigh@uiantizers

the “signature” we used for each lesion is a histogram, and from Labeled Data by Information Loss Minimization”, Rroceed-

; ; [T ; ings of the Eleventh International Conference on Atrtifidrgelligence
the GHI kernell is more suitable f(_)r.classﬁymg histogram and Statistics March 21.24. 2007.
data [1]. Choosing a proper kernel is important for the SVM4 E. Nowak, F. Jurie, and B. Triggs, “Sampling Strategies Bag-of-

to give good performance. The widely used RBF kernel Features Image ClassificationEuropean Conference on Computer

erformed even worse than the simple Bayes Classifier in . Vision(ECCV) p. 1V: 490-503, 2006. . .
p. P y rﬂS] P. Orbanz and J. M. Buhmann., “Nonparametric Bayesiamgken
Fig. Z(b)- Segmentation”, Innternational Journal of Computer Vision (IJCV)

Classification performance with features extracted from vol. 77, 2008, pp 25-45.

; ; [6] G. Pellacania, C. Granab, R. Cucchiarab and S. Seidgn&hu-
MDP/MRF and local h|stograms IS not |mproved Compared tomated Extraction and Description of Dark Areas in Surfatie

tO k-meanS W|th WaVE"et features and a |arge COdebOOk SIZG. croscopy Me|anocytic Lesion |mageﬂermato|ogy 208(1) pp 21-
However, the MDP/MRF method can provide meaningful 26, 2004.

; ; [7] C. Schmid, “Constructing models for content-based imagtrieval”,
clusters (FIg.l(C) and (d)) that are mterpretable by husnan In Proceedings of the IEEE Conference on Computer Vision and

In our experiments using Neyman-Pearson score for model  pattern Recognitionvol. 2, 2001,pages 39-45.
selection, thex value wad).2, 0.15, and0.1. But in practical  [8] C. Scott, “Performance Measures for Neyman-Pearsossiieation

screening of malignant melanoma, a much smaller value of  EFF Transactions on Information Theoryol. 53, 2007,pp 2852-

« should be used. A further decrease in the value ofuses (9] w. Stoecker, K. Gupta, R. Stanley, R. Moss and B. Shrestba-
the specificity to drop below0%, which does not have much tection of asymmetric blotches (asymmetric structurelassas) in

: P s ; dermoscopy images of malignant melanoma using relativer'gdbkin
practical value. One reason for this is the limited size ef th - =0 | Technolagyol. 11, Number 3, August 2005 , pp. 179-

training data we used. To obtain a good result for smaller 1g4().

values ofa a larger training sample would be required.  [10] K. Veropoulos, C. Campbell and N. Cristianini, “Corlting the
Sensitivity of Support Vector Machines”, IRroceedings of IJCAI

Workshop Support Vector Machindday, 1999.
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In this study, we present experimental results obtained by Method for Skin Lesion SegmentatiorPattern Recognitionaccepted,
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